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ABSTRACT
Data usually comes in a plethora of formats and dimen-
sions, rendering the exploration and information extraction
processes cumbersome. Thus, being able to cast exploratory
queries in the data with the intent of having an immediate
glimpse on some of the data properties is becoming cru-
cial. An exploratory query should be simple enough to avoid
complicate declarative languages (such as SQL) and mech-
anisms, and at the same time retain the flexibility and ex-
pressiveness of such languages. Recently, we have witnessed
a rediscovery of the so called example-based methods, in
which the user, or the analyst circumvent query languages
by using examples as input. An example is a representative
of the intended results, or in other words, an item from the
result set. Example-based methods exploit inherent charac-
teristics of the data to infer the results that the user has in
mind, but may not able to (easily) express. They can be
useful both in cases where a user is looking for information
in an unfamiliar dataset, or simply when she is exploring
the data without knowing what to find in there. In this
tutorial, we present an excursus over the main methods for
exploratory analysis, with a particular focus on example-
based methods. We show how different data types require
different techniques, and present algorithms that are specif-
ically designed for relational, textual, and graph data.

1. SCOPE OF THE TUTORIAL
Exploratory methods refer to approaches that allow users

to understand data without knowing the user’s information
needs. Traditional exploratory methods include data explo-
ration, data visualization, interactive interfaces, and predic-
tive models. However, the existing body of work assumes
the user is willing to pose several queries to the underlying
database in order to progressively gather the required in-
formation. This assumption stems from the intuition that
the user, being accustomed to data analysis, can more in-
tuitively dig into the data. However, this assumption does
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not always hold, since it requires that users have a mini-
mum level of expertise, which is only true for a very limited
number of (potential) users.

Recently, the research community has resorted to the use
of examples as a proxy for exploratory analysis. One of
the earliest attempts to bring examples as a query method
is query-by-example [39]. The main idea was to help the
user in the query formulation, allowing her to specify the
shape of the results in terms of templates for tuples, i.e.,
examples. Query-by-example has been lately revisited, and
the use of examples have found application in several ar-
eas across various data types. The definition of example
has transformed from a mere template to the representative
of the intended results the user would like to have. These
example-based approaches are fundamentally different from
the initial query-by-example idea, and have been success-
fully applied to relational [8, 17, 26], textual [5, 37, 38], and
graph [10,13,19] data.

We note that the flexibility of examples does not compro-
mise the richness of the results, yet, it overcomes the ambi-
guity of simple keyword searches, which is traditionally stud-
ied in information retrieval. On the other hand, while data
exploration techniques (Idreos et al.: Overview of data ex-
ploration techniques, tutorial in SIGMOD 2015) assume the
user is willing to pose several exploratory queries, the use of
examples requires almost no supervision from the user per-
spective, making example-based methods a more palatable
choice for novice users, as well as for practitioners. This new
functionality can empower existing data exploration meth-
ods with a complementary tool: whenever a query is too
complex to be expressed with a query language, such as
SQL, examples represent a natural alternative. Moreover,
the use of examples has been demonstrated to be very effec-
tive in data visualization [18,28].

In this tutorial, we aim at describing the main develop-
ments of examples as an expressive and powerful method for
exploratory data analysis.

The first part of the tutorial gradually introduces the
broad topic of data exploration, highlighting the hardness
of query languages for simple users and advocating the need
of different query methods. We will introduce the example-
based methods as flexible delegates for more complex queries
that would otherwise need to be expressed through a very
complex traditional query. In this part, we will discuss var-
ious cases, where queries cannot be expressed in declarative
languages without requiring complex constructs. We will
also show novel applications where examples can be easily
leveraged.



The second part of the tutorial discusses the current
main techniques for relational, textual, and graph data. In
this part, we will present the algorithms, show how they
work, and demonstrate their ability to (conceptually) in-
fer very complex queries from simple examples. We will
also highlight the differences among data types, focusing on
the scalability perspective, presenting the motivations and
drawing parallels among methods for different data types.

The third part of the tutorial focuses on the latest devel-
opments of machine learning to progressively discover user
intention. We will introduce some early methods based on
relevance feedback [12], and show some recent applications
that include active learning and active search.

Challenges and open research questions. The last part
of the tutorial is dedicated to the challenges and open re-
search questions. Exploratory search based on examples is
rapidly attracting attention and getting traction, though,
the support for such techniques in modern data manage-
ment systems is lagging behind. Some challenges have al-
ready been discussed in recent vision papers [34,36]. We will
discuss the following major challenges.
• Adaptivity : current data management technologies and
systems do not take into account individual user preferences,
and tend to optimize certain kind of queries and respond
slowly to others.
• Explanation: Data management systems usually include
little or no explanation for the results of a query. In example-
based methods, in which the user query is only implicit, this
requirement is even more prominent.
• Interactivity : Current prototypes show the advantage of
example based methods with regards to visualization tech-
niques. However, in order to achieve the real-time, inter-
active performance needed by visualization tools, the algo-
rithms should incorporate intelligent and efficient techniques
for navigating through the search space.

Finally, we will conclude the tutorial with remarks about
the current state of affairs, and engage the audience in a
discussion about their experiences with needs, tools, and
challenges in this area.

2. TUTORIAL OUTLINE
In this tutorial, we will provide an overview of exploratory

methods, especially in the new area of example-based meth-
ods, surveying the relevant state-of-the-art techniques. More-
over, we will present future directions discussing various ma-
chine learning techniques used to infer user preferences in an
online fashion.
Next, we report the summary of the outline. We also pro-
vide an extended description of example-based approaches in
Section 2.1, and machine learning approaches in Section 2.2.

I. Introduction and motivation

• Usefulness of exploratory analysis
• Main characteristics of exploratory analysis
• Example-based methods for exploratory analysis
• Use cases of failing keyword and declarative queries
• Applications in current database systems and data anal-

ysis

II. Example-based approaches

• Query-by-example: [39]
• Example methods in relational databases:

– Using tuples as examples [8, 22]
– Examples for Query suggestion [25]
– Tuple explanations [6]
– Reverse engineering of SQL queries [4, 15,31,35]

• Example methods in textual data:

– Web documents as examples [38]
– Incomplete web tables [37]
– Entity extraction [11,27]
– Related searches based on current visited page [5]

• Example methods in graphs:

– Similar entity search [28]
– Structure-based approaches: Exemplar Queries [19],

Graph Query By Example [13]
– Learning Path queries [2, 3]
– Reverse engineering of SPARQL queries [1, 7]
– Node-based approaches: to discover communities [14],

dense regions in the graph [10,24], and outliers [21].

III. Learning methods based on examples

• Relevance feedback learning [12]
• Relevance feedback for graphs [16,29]

IV. Challenges and Remarks

• Can we interactively assist the user toward the retrieval
of the correct answer?

• Can we provide explanations for the query results?
• How can machine learning help in exploratory analysis?
• Can we easily integrate these techniques into existing

data management systems?

2.1 Example-based approaches
We survey the main approaches for exploratory queries,

highlighting the main differences among data models, and
presenting in-depth insights of the current status of research
in this area. We first introduce query-by-example [39] as a
first attempt to simplify query formulation. In query-by-
example the user, instead of explicitly typing a query, speci-
fies the shape of the results in a tabular fashion. We present
the main body of work within relational, textual, and graph
data, even though examples have been successfully employed
also in learning syntactic program transformations [23], time
series [9], and image search [30].

For relational data the tutorial introduces techniques that
exploit the database schema, inferring the results from input
tuples [8,22]. We show how the use of examples can substan-
tially help query suggestion [25] and query profiling [6]. Re-
cent advances suggest that SQL queries can be constructed
using simple example output tuples [4,15,31,32,33,35]. How-
ever, there are limitations in theoretical terms that hinder
the efficiency of the final solution. More specifically, exact
algorithms when positive and negative tuples are provided
mostly rely on satisfiability problems and are therefore hard
to solve [35]. The purpose is to find a query that returns all
the positive tuples and none of the negative tuples. On the
other hand, heuristic or relaxed solutions based on skyline
points [15], decision trees [31], or cost models [32] have been
proposed. Examples have been successfully employed in in-
teractive schema mapping starting from input and output
examples of two different databases [4].

For textual data the techniques include search approaches
based on documents used as representatives for the set of
results [37], and serendipitous search based on the current



visited pages [5]. These approaches focus on documents
as examples for retrieving related information. Recently,
examples has been successfully employed in entity extrac-
tion [11, 27], in which the user provides either mentions of
entities in a text [11], or tuples and similarities among at-
tributes [27], and the system automatically returns extrac-
tion rules that can be applied to the given dataset.

For graph data there are two prominent approaches: the
first use subgraphs, or partially specified structures as input
examples [1,7,13,19], while the second focuses on the vertices
of the graph, which are used for making the selections [2,14,
21]. Structures convey a more precise information and there-
fore can be used to quickly prune the search space. Among
the existing approaches exemplar queries [18,19] and Graph
Query by Example (GQBE) [13] use subgraph isomorphism
or structural similarities to identify structures related to the
one the user provided. A different approach is the reverse
engineering of SPARQL queries [1, 7] in which the input is
a set of positive and negative entity mentions in a RDF
dataset. This approach is similar to those discussed for the
relational case, and is related to learning path or join queries
given positive and negative nodes [2, 3].

Instead of returning results of interest, examples can also
be employed for targeted analysis of networks, in order to
discover communities [14], dense regions [10, 24], or sub-
spaces along outliers [21]. Such approaches ask the user
to mark nodes that belong to a community and perform an
analysis using the information in the nodes and in their con-
nections do discover regions of interest in the graph. These
regions can then be used for targeted analyses or advertising
campaigns.

2.2 Machine learning with examples
Current techniques use ad-hoc notions of similarity to re-

trieve results that are likely to be part of the solution of an
unknown query. The current development in machine learn-
ing and active search [16,20,29] present a different perspec-
tive: user preferences can be learned from user interactions
instead of manually crafted in the system. Current hard-
ware capabilities allow to process large amount of data, and
at the same time dynamically change the internal preference
model. One of the earliest work in this direction is Min-
dReader [12] in which the user specifies a set of tuples and
optional relevance scores and the system infers a distance
function on the objects in the database. The exploration of
such relevance learning or metric learning approaches form
the basis of interactive exploratory systems. Moreover, the
study of Gaussian Processes as a mean of interactively learn-
ing any function given a set of points from the user has re-
cently found applications in graphs [16, 20]. Therefore, we
will present a body of work that takes the machine learning
perspective into account. The research in this area is still at
its infancy and forms a fertile ground for a new generation
of data management systems.

3. TARGET AUDIENCE
This tutorial is intended for researchers and practition-

ers interested in big data analytics, graph analytics, and
data exploration methods. No prior knowledge is required
in order to understand the concepts in the tutorial, but we
assume a familiarity with database and graph concepts and
basic machine learning terminology.

The tutorial aims at fostering collaborations between sev-
eral disciplines, including data management, data mining,
and machine learning. Researchers and students will find in-
teresting ideas and challenges to start research in exploratory
analysis, with a focus on example-based methods. Moreover,
they will get an overview of the existing approaches for var-
ious data types. Addressed to practitioners, this tutorial
will present a new generation of exploratory analysis tech-
niques based on examples, which can be easily applied, and
improve on a variety of existing data exploration tools for
structured and non-structured data.

4. PRESENTERS
The proponents of the tutorial have several years of exper-

tise in data management and organization of tutorials, work-
shops, university courses, projects, and conferences. Davide
Mottin presented tutorials on graph exploration at CIKM
2016, and at SIGMOD 2017; Themis Palpanas presented tu-
torials on blocking techniques for entity resolution at ICDE
2016 and WISE 2014, and on event processing architectures
at DEBS 2010; Yannis Velegrakis presented a tutorial on
goal mining at ICDE 2015, and on data management at
ICDE 2012.

Davide Mottin is a postdoctoral researcher at Hasso Plat-
tner Institute. His research interests include graph min-
ing, novel query paradigms, and interactive methods. He
presented graph exploration tutorial in CIKM 2016, and in
SIGMOD 2017. He also presented exploratory techniques in
KDD 2015, VLDB 2014, and SIGMOD 2015 and is actively
engaged in teaching database, big data analytics, and graph
mining for Bachelor and Master courses. He is the proponent
of exemplar queries paradigm for exploratory analysis [19].
He received his PhD in 2015 from the University of Trento.

Matteo Lissandrini is a PhD student and a member of the
dbTrento (Data and Information Management) group at the
University of Trento, Italy. He received his BSc degree in
Computer Science from the University of Verona, Italy, and
his MSc in Computer Science from the university of Trento,
Italy. He has also spent time as a visitor at HP Labs, Palo
Alto, California, and at the Cheriton School of Computer
Science at the University of Waterloo, Canada. His scien-
tific interests include novel query languages for large scale
data mining and information extraction with a focus on ex-
ploratory search on graph data, publishing the first Exem-
plar Query methods for Knowledge Graphs in VLDB and
VLDBJ, and presenting the application of such methods in
SIGMOD 2014. He is also active as teacher assistant for
the Database Management System, and for the Information
Systems courses at the University of Trento.

Yannis Velegrakis is a faculty member at the University of
Trento, with expertise in schema mapping, interoperability,
heterogeneous information integration, data exchange, view
management, and keyword searching. He graduated from
the University of Toronto, with a thesis on mapping man-
agement. Prior to joining the University of Trento, he held
a researcher position at ATT Research Labs (USA). He has
also spent time as a visitor at the IBM Almaden Research
Center (USA), where he participated in the development
of the Clio schema mapping tool, the Center of Advanced
Studies of the IBM Toronto Lab (Canada), and the Uni-
versity of California, Santa-Cruz (USA), where he and his
collaborators developed the STBenchmark, a generic and



multi-purpose benchmark for schema mapping systems. He
has served in program committees of many national and in-
ternational conferences, has been a reviewer for numerous
international journals and was a Marie Curie Reintegration
fellow between 2006 and 2008. He has been a general chair
for the DESWeb 2010 and 2011 ICDE Workshops and was
General Chair for VLDB 2013.

Themis Palpanas is Senior Member of the Institut Uni-
versitaire de France (IUF) and professor of computer science
at Paris Descartes University, France. Before that he was
a professor at the University of Trento, Italy, and he has
worked as a researcher at the IBM T.J. Watson Research
Center and the University of California at Riverside, as well
as Microsoft Research and IBM Almaden Research Center.
He is the author of nine US patents, three of which are part
of commercial products. He has received three best paper
awards, the IBM Shared University Research (SUR) Award,
and was General Chair for VLDB 2013. Professor Palpanas
has been working on the field of exploratory data analyt-
ics for both structured and non-structured data for the last
several years, publishing relevant methods to major journals
(TKDE, VLDBJ) and conferences (VLDB, SIGMOD).
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